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High Productivity H S
Computing Systems ey

Goals:

> Provide a new generation of economically viable high productivity computing
systems for the national security and industrial user community (2007 — 2010)

Impact: e PP nalysis & Assessmant
® Performance (efficiency): critical national security mdusty
applications by a factor of 10X to 40X chereNormance.
® Productivity (time-to-solution) &::e':”” o Hwowre
® Portability (transparency): insulate research and Architechure Tégm;;y »
operational application software from system Indy, s't R&D
® Robustness (reliability): apply all known techniques Anajyg;ie & Assessmeﬁt

to protect against outside attacks, hardware faults,

X HPCS Program Focus Areas
& programming errors

Applications:

® [ntelligence/surveillance, reconnaissance, cryptanalysis, weapons analysis, airborne contaminant
modeling and biotechnology




The Cascade Project

¢ 1-year Concept Study, July 2002-June 2003
€ Led by Cray Inc. (Burton Smith)

Partners:
- Caltech/JPL
— University of Notre Dame

— Stanford University . .



Cascade: Key Elements

¢ Hierarchical architecture: two levels of processing elements
#Shared address space ©

4 Uniform (UMA) as well as locality-preserving (NUMA)
addressing modes

¢ Smart memory with lightweight threads
4 Hybrid programming/execution paradigm
¢ Fine grain synchronization

4®Recovery “on-the-fly”



Cascade Global Hardware Architecture

Node Node Node

Smart Memory _Smart Memory
Network
File Servers User Interface. . - .. .-, Internet



PIM-Based Smart Memory

module module

module "~ module
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Processor-in-Memory

Integration of CMOS processor logic/DRAM memory
Replication of PIM nodes across module
Huge improvement of on-chip bandwidth -
Efficient memory operations and wide-word proctgfvi?ing
Elimination of data caches

Multithreading support

Wide registers

FO®X=Z0OA

PIM node

PIM module (chip)



Cascade 2007 — 1 PetaFlops

€ 16K nodes

& Multithreaded Processor
— 8 GHz clock rate

— 8-way issue from SMT vectors
-~ 64 Gflops peak

¢ PIM array
— 8 chips o
— 1 Gigabyte per module
— 16 GigaFlops peak per chip




Address Translation

& The address space of an application may contain three
different kinds of “segments”: (1) globally hashed, (2) locally
hashed, and (3) non-hashed

4 Segments consist of a sequence of virtual locales, each of
which containing a set of locally translated pages

@ Global hashing: consecutive blocks spread “randomly” across
the whole address space

4 Some of memory can be locally hashed, with consecutive
blocks spread “randomly” across one locale

4Some of memory can be non-hashed, with consecutive blocks
located within a single memory chip



Lightweight Threads

¢ Lightweight threads (LWT) in the memory exploit
spatial locality by migrating to the data they refer to

4 PIM technology supports LWTs éffectively

®LWT are spawned by sending pai'ééls to memory
— Spawning and migration overheads must be
minimized
- In-memory operations are specially supported

4 The compiler maps the temporally local loops to
Heavyweight threads (HWTs), executed on the node
processors, and the others to LWTs



Programming Model Issues

® Hybrid UMA/NUMA Scheme
— Initial Step based on UMA — Base Parallel Model

— Tuning via Locality Explmtatlon Extended Parallel
Model ,

¢ Standard languages with Simple extensions for
parallelism

¢ Directives provide access to advanced features

¢ Tools help bridge the gap to low-level machine
model

¢ Execution model supports legacy programs



Base Parallel Model
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— Special constructs such as “doall” for data parallelism

4 Flat shared memory
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Base Model Perfor

mance Issues

¢ Amdahl’s Law: for fixed sized problems memory latency matters at

large scale
4 Data bandwidth 1
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Elements of the Extended Programming Model

& Abstract architecture specification

® Distribution of data structures to
memory/processing elements

® Data alignment
& Data/thread affinity

i
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Distribution and Alignment

Cascade

distribute distribute

009000 00000 00000000 0 69 0

align with data




Collections

¢ Collections (introduced by Sipelstein and Blelloch) are

homogeneous or hetereogeneous aggregates, covering a broad
range of methods for structuring, naming, and accessing data.

— (dense) Fortran or C arrays |

— Sparse matrices

- records

~ LISP lists

— SETL sets

— mappings

— graphs and grids

¢ Each collection, C, is associated with a unique index domain, I,
which provides a set of unambiguous names for accessing its
primitive elements. |

¢ A distributed collection is a pair, (C,d), where d:I > Uis a
distribution of the index domain to a set of memory units.
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A Multiblock Grid Collection

define partition of abstract locale set
edistribute grids to locale subsets
sprocess grids in parallel across locale

e i _ ;:3
[ ;:%g subsets . o
i :.j‘ig? *run solvers in parallel on individual
' ~ locale subsets
o =

Source: C.B.Allen, Bristol, UK
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Example

Source: Engineering Systems International (ESI)




Example: CFD on Irregular Mesh

Source: Dimitri Mavriplis, ICASE, NASA Langley Research Center




Requirements for Irregular and Dynamic Applications

& General data structures

€ General methods for distributing and aligning
data

(regular distributions may not reflect locality in physical space)

€ General mechanisms for data/thread affinity

(allow a dynamic mapping of thread groups to memory segments
associated with a data partition)

4 Dynamic manipulation of data distributions,
alignments, and affinity must be efficient

(apart from adaptive problems such as SAMR dynamic redistributions are
even needed for regular problems such as ADI)




Software Infrastructure Components

The user cannot be expected to fully control the system
operation at a low level of abstraction, as in today’s HPC
architectures (e.g., MPI). As a consequence, a set of
sophisticated tools for the following functionalities is
required:

€& Automatic distribution

& Directed distribution (a la High Performance Fortran)
& Performance analysis and prediction

& Automatic perfomﬂimmﬂretyu‘n»ing%

& High-level debugging
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Feedback-Directed Optimization

¢ Performance-guided off-line tuning is just a point in an
optimization continuum

4 Other approaches include
- Runtime code-generation (inspector/executor)
-~ On-line optimization in software (Jalapeno,HotSpot)

— On-line optimization in hardware (trace caches, MTA
hotspot strategy)

¢ Software approaches can use introspection for this purpose



Introspection and Its Use for Optimization and Execution Control

execution proper
‘

Performance analysis agents
<+

havior auditin
Behavior auditing agents

Restructuring
agents




Conclusion

¢ Cascade is a hierarchical architecture offering a hybrid
UMA/NUMA paradigm

4 Applications must be paralleliZed across multiple levels: most
of this work must be done by compiler and runtime system, in
a user-fransparent way

¢ Leverage of MTA compiler technology and existing NUMA
compilation technology is a key to the success of this effort

4 Intelligent tools are needed to deal with issues such as
performance-guided program restructuring (offline/online)

¢ Efficient porting of MPI legacy codes will likewise require a
sophisticated transformation system with insight into the
semantics of the original program (or significant user input)





